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Abstract

Publication bias is a widespread problem that may seriously distort attempts to estimate the effect under investigation. The literature
is reviewed to determine features of the design and execution of both single studies and meta-analyses leading to publication bias, and the
role the author, journal editor, and reviewer play in selecting studies for publication. Methods of detecting, correcting for, and preventing
publication bias are reviewed. The design of the meta-analysis itself, and the studies included in it, are shown to be important among a
number of sources of publication bias. Various factors influence an author’s decision to submit results for publication. Journal editors and
reviewers are crucial in deciding which studies to publish. Various methods proposed for detecting and correcting for publication bias,
though useful, all have limitations. However, prevention of publication bias by registering every trial undertaken or publishing all studies

is an ideal that is hard to achieve. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction

The “dictionary of epidemiology” [1] defines publication
bias as “an editoria predilection for publishing particular
findings, e.g., positive results, which leads to the failure of
authors to submit negative findings for publication.”
Rosenthal, in his “file drawer problem,” described an ex-
treme view in which journals are filled with the 5% of stud-
ies showing a false-positive result, the other 95%, showing
nonsignificant results (at P < 0.05), being left to fill file
drawers [2]. Awareness of publication bias began in 1956
when the editor of the Journal of Abnormal Social Psychol-
ogy indicated that negative studies were less likely to be
published in hisjournal [3]. In 1959, it was found that very
few negative results were reported in four psychological
journals, afinding regarded as strongly suggesting publica-
tion bias [4]. However, no attempt was made to quantify the
problem until 1964 [5]. The existence of publication biasis
now widely accepted. Attempts to summarize evidence re-
lating to a specific hypothesis, whether by narrative review
or meta-analysis, can be seriously distorted by publication
bias. For example, one recent analysis estimated that 45% of
an observed association could be due to publication bias[6].
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This article aims to explore publication bias and issues
related to it, and the effect it may have on attemptsto review
evidence relating to various hypotheses. Features of the de-
sign and execution of both single studies and meta-analyses
that may lead to publication bias are examined, along with
factors that may influence the author’s decision to submit
hisresults for publication. Therole of journal editorsand re-
viewers in deciding which studies to publish is also consid-
ered. Methods aimed at confirming the existence of, cor-
recting for, and preventing publication bias are reviewed. It
is shown that one can estimate the extent to which such a
bias may have occurred, and even correct for it, helping au-
thors of future reviews not only to be fully aware of the
problem, but also to take stepsto minimizeit.

2. Publication bias arising from the design or execution
of single studies

Several facets of the design or execution of a study, in-
cluding sample size and the method of reporting the data,
may lead to publication bias. The investigator’s own beliefs
and expectations may also influence the outcome. A small
sample size leads to lack of power [7], and significance may
then only be obtained if chance exaggerates any true differ-
ences between the groups under study [8]. Though the obvi-
ous likely effect of inadequate sample size isfailure to dem-
onstrate statistical significance for a clinically important
effect [8], it will also lead to publication bias if results from
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small studies are very unlikely to be published unless signif-
icant. If thereis no preset trial size results may be presented
a an arbitrary time, with the magnitude of the treatment dif-
ference possibly affecting the decision to report [9]. Studies
that have been stopped early tend to decline in significance
with further follow-up, even without the recruitment of ad-
ditional subjects[10], so that delaying publication may lead
to asmaller estimate of treatment effect. Studies selected for
publication not only contain exaggerated estimates of the
main effects under study but also usualy underestimate
variance, these biases operating more strongly the more in-
adequate the sample size [8].

Unlike small studies, large studies have the potential to
answer hundreds of questions. An author may be strongly
tempted to dredge through the data from an essentially neg-
ative study to find positive results and publish only those
[7,11,12]. The probability of finding a significant result in-
creases markedly with the number of end points or sub-
groups analyzed [9,13]. Multitreatment trials and repeating
measurements over time also increase the chances of find-
ing a false-positive effect of treatment [9]. However, most
studies are constructed with a stated primary focus, other
factors being collected either to permit adjustment for po-
tential confounding or for hypothesis-generation purposes.
Thus, the results pertaining to the primary hypotheses are
normally given greater credibility than unexpected or casual
observations from the remaining data[14].

Errorsin the recording of data may also lead to bias. Al-
though differences between the actual study results and the
results recorded in subsequent publications are rare, most
favor the observer’s hypothesis, thus suggesting the mis-
takes may not be random [11]. The usual effect isto confer
significance on datathat in reality arejust below the level of
statistical significance. Some researchers may go to more
extreme lengths and deliberately tamper with their data.
Such fraud, although extremely rare, may not be detected
even after peer review and replication [15].

Finaly, there is evidence that, for some experimenters,
their preconceptions of what their results should look like
may influence the data they obtain [16,17]. By analogy, it
aso seems possible that the decision to publish may be af-
fected by preconceptions on the part of the reviewer.

3. Publication bias arising from the resear cher deciding
whether or not to submit results

An early study found that dissertations and theses were
three or four times more likely to be published if they were
positive than if they were negative [5]. Such findings may
be more because researchers decide not to submit their find-
ings than because journal editors reject their papers
[7,11,18-21], statistically significantly positive studies be-
ing up to 10 times more likely to be submitted for publica-
tion [13,22]. The main reasons given for nonsubmission of
studies are the negative results themselves and lack of inter-
est by the researcher [7,19,20]. There is also an assumption

that editors and reviewers are biased against negative stud-
ies, considering them to be of lesser interest [7].

Researchers may also not submit their work because they
are aware of serious limitationsin it [18,20], and indeed the
wisdom of publishing such studies is gquestionable. Such
flaws may occur more often in negative studies than in pos-
itive ones[7]. However, oneinvestigator found that the sub-
sequent full publication of abstracts showed no association
with either study quality or results, though researchers who
have had two or more studies published were likely to sub-
mit further papers[19]. Study size may aso beimportant, as
researchers are often keen to publish large studies regard-
less of outcome, due to the effort involved in conducting
them [23,24].

4. Publication biasarising from thetendency of journals
to regject negative studies

Some editors and reviewers strongly dislike negative
studies [7,8,20,25]. The British Medical Journal states that
“negative results have never made rivetting reading.” Their
ideal article is one that affects clinical practice, improves
prognosis, or simplifies management [19]. While some neg-
ative reports may legitimately be rejected due to poor qual-
ity [3,19], even negative studies that appear to be better con-
ducted than positive ones may be much less likely to be
accepted for publication [25]. Negative studies sometimes
deal with implausible hypotheses, leading to rejection how-
ever well-conducted the study [7]. Reviewers may block or
delay the publication of work comparable with their own,
they may be biased against work in other fields, or the arti-
cle may only be appreciated by a worker in the same field
[26]. In addition, negative replications of previously posi-
tive findings are particularly unpopular among journa editors
[5,27], but where they are published it may be appropriate
to scrutinize the methods of such studies more carefully [3].

Negative studies may be subjected to more critical scru-
tiny than papers reporting positive results [5,27]. In one
study [28], reviewers were asked to examine manuscripts
falling into one of five groups: three with no discussion but
positive, negative, and no results, respectively, and two with
mixed results and a positive or negative discussion. Ratings
of topic relevance did not differ across the groups, but de-
spite having identical experimental procedures manuscripts
with positive results were rated as methodologically better
than those reporting negative results. Data presentation was
also rated more highly in positive manuscripts, while the
discussion section did not appear to influence the reviewers
evaluation of manuscripts with mixed results. A similar
trend was seen for evaluation of scientific contribution.
Most significantly, positive manuscripts were usually rec-
ommended for publication with only minor revisions, while
the reviewers recommended rejection or major revisions of
negative reports. Manuscripts with mixed results were con-
sistently rejected. Furthermore, a contradiction in the meth-
ods section was noted by only 25% of reviewers of positive
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papers, compared to over 70% of those reading negative re-
ports. This study clearly suggests that peer review is not an
unbiased procedure.

5. Sponsorship

A study’s source of funding may also unduly influence
the probability of subsequent publication of the results. For
instance, studies showing no association between exposure
and disease may be published by groups with a presumed
special interest in demonstrating alack of causation,such as
the companies that introduced the risk factor [13,29]. Simi-
larly, reports submitted to governments by Scandinavian
pharmaceutical companies showed a lower proportion of
published than unpublished studies providing evidence of
adverse drug effects [13]. Furthermore, pharmaceutical
companies may discourage the publication of studies that
show null effects of their drugs [11,29]. Up to 89% of stud-
ies sponsored by the pharmaceutical industry favor a new
therapy, compared to only 61% of trials funded from other
sources[13]. Additionally, 72% of articles in tobacco indus-
try-sponsored symposia agree with the viewpoint of tobacco
companies, compared to 41% of articles in nonindustry-
sponsored symposia and only 20% for journal articles [30].
In this respect, it should be borne in mind that there is cur-
rently considerable pressure from antismoking organiza-
tions for journals not to accept papers supporting any aspect
of the tobacco industry’s position on smoking and health,
regardless of the scientific merits of the paper, presumably
so that the message to smokersto give up will come over as
clearly as possible.

Biasing factors in relation to sponsorship would there-
fore seem to operate in both directions.

6. Biasarising from the design and execution of reviews
and meta-analyses

There are likely to be unpublished studies relevant to any
given hypothesis. As published studies may systematically
differ from unpublished ones[31,32], reviews or meta-anal-
yses based only on published data may reach misleading
conclusions [33]. It is widely thought, therefore, that as
many studies as possible should be included, both published
and unpublished [22,31,34-36].

However, there are some problems with this simple
view. Firstly, it should be noted that it is often impossible to
obtain details of every relevant study [12,33] and expending
great effort in acquiring unpublished data may be of limited
use if a complete sample still cannot be obtained [37]. Fur-
thermore, while published studies have the advantage of full
data analysis and have been subjected to peer review (im-
perfect as it may be, as discussed above), unpublished data
have not [7,24,32,34,36]. Results from unpublished studies
may be less reliable, as such data may be more subject to
fraud or distortion [37], and, even if honest, the studies may
not have been conducted with the same rigor [36,37]. Stud-

ies with obvious flaws should not be included in a meta-
analysis [22]. To do so might skew the results at least as
much as does publication bias [7]. As discussed earlier
though, publication does not guarantee study quality, as-
pects of which should be taken into account when conduct-
ing meta-analyses [34].

Some authors choose to exclude particular studies, argu-
ing that the results of a meta-analysis are meaningful only if
the same protocol has been followed in all of the studies to
be combined, and if each study has allocated treatment ran-
domly to its subjects. According to this view, meta-analysis
should only be carried out on randomized clinica trials
[38,39], as meta-analysis of observationa studies may pro-
vide a biased estimate of the association under review, even
in the absence of publication bias [38,40]. Additionally, a-
though the quality of a randomized clinical trial can be as-
sessed against aquality scoring system [32], itislesseasy to
do this for observational studies, where there is much more
variation in study design [41]. Studies that are not random-
ized or controlled not only have more potential for bias
[41,42], but tend to show greater treatment effects and
greater heterogeneity [42]. However, many epidemiological
studies are observational in nature, and excluding them may
serioudly bias the results of ameta-analysis, or prevent it be-
ing performed at all.

Studies may aso be excluded from meta-analyses for
less appropriate reasons. For example, nearly 80% of re-
views have language restrictions [43], and only include pa-
pers published in English [43-45]. Reasons for this may in-
clude difficultiesin identifying relevant papers published in
other languages, or the presumed greater importance and
quality of English-language publications. Reanalysis of
some meta-analyses originally based only on English-lan-
guage papers have produced different results when relevant
papers published in other languages were included. While
three meta-analyses showed a difference in results but no
changeto the actual level of significance, afourth, the orig-
inal results of which failed to reach statistical significance,
would have arrived at a different conclusion had a German-
language paper been included [45]. However, certain coun-
tries only publish positive results [46] so that including pa-
persin al languages may actually introduce more bias into
ameta-analysis.

Authors must be careful to avoid the multiple inclusion
of studies from which more than one publication has arisen.
Nearly 20% of articles identified for review purposes may
be repeat publications of studies aready reported, some tri-
as giving rise to as many as five papers [47,48]. Perhaps
unsurprisingly, positive studies are particularly prone to
multiple reporting [44,48]. Difficulty in identifying dupli-
cate publications arises due to variations in the title, the
name of the first author, and the number of authors. A fail-
ure to indicate the institution to which the authors were af-
filiated and to refer to previously published articles may
aso lead to confusion [11,47,48]. Undetected multiple pub-
lication in ameta-analysis may lead to overweighting by the



210 A. Thornton, P. Lee / Journal of Clinical Epidemiology 53 (2000) 207-216

duplicated study or studies[34,47,48], and can overestimate
atreatment’s efficacy by nearly 25% [48].

Two models commonly used for the combining of data
are the fixed-effects and random-effects models. The choice
of model may influence the conclusions of a meta-analysis.
Each method calculates a weighted average of the estimates
from the original studies [14,41,49], with the assumptions
underlying the method determining the weights to be used
[49]. The fixed-effects model assumes homogeneity of ef-
fects across the studies being combined [14,32,49-51], and
models the results from individual studies by

Y = A+te

where g ~ N(0, 0;%), so that A is interpreted as the overall
effect [14].

In redity, it is unlikely that every study would have the
same outcome, considering the different populations and
treatments used [32,41,49,52], particularly in observational
studies [41]. Jones [41] suggests relaxing the assumption of
a single fixed-effect to a set of fixed-effects reflecting the
relative risks in several subgroups of interest. However, a-
though these factors will be identifiable in principle, in
practice it may not always be possible to estimate them
from the available data. Further problems arise from the fact
that combinations of effects may be of importance, and in
these instances use of regression models may be indicated.

While the fixed-effects model may be useful where be-
tween-study variations that may affect relative risk esti-
mates are knowable, the random-effects model not only a-
lows for the occurrence of variation of true effects between
studies but regards them as unknown, to be estimated by as-
suming that the effects observed in the sample of studies an-
ayzed are drawn from a population of studies [41]. This
model has an extra term compared with the fixed-effects
model, as follows:

Y, = A+B+e,

where 3; ~ N(O, 72) isintroduced to allow for heterogeneity
between studies, and ¢; ~ N(O, o;?) represents within-study
variability of study j as before [14]. In the special case in
which 72 = 0, indicating homogeneity between studies, the
random-effects model reduces to the fixed-effects model
[6,14,50]. In principle, the random-effects model could be
extended to include covariate information, the inclusion of
which may substantially reduce heterogeneity of effects. In
practice, however, covariate information is often missing
from at least some studies [42].

A potential drawback of the random-effects model is the
greater weight it gives to smaller trials [32,50,52,53], |ead-
ing random-effects summaries to be more strongly biased
than fixed-effects summaries by any tendency not to publish
small nonsignificant studies [52]. Additionally, the random-
effects model involves the assumption of a specific statisti-
cal distribution of effects that in practice may be difficult to
justify [41,53]. Furthermore, although this model addresses

the question of heterogeneity mathematically, it is of no use
in identifying the source of the variation among the studies
[49]. Indeed, it has been suggested that where use of the
random-effects model makes a difference to the results, the
analysis is incomplete and the investigator should search
carefully for the source of the discrepancy between two
models [41,52]. Despite these drawbacks, use of the ran-
dom-effects model may be more appropriate in meta-analy-
sSis, asit tends towards the fixed-effects model if homogene-
ity is present, and alows for between-study heterogeneity if
it is not [32,50,51]. However, some authors believe neither
model gives a completely informative summary of the data
when heterogeneity is present [52,53].

Although unpublished studies undoubtedly exist, the
magnitude of any bias caused by failure to include them has
never been well quantified. The degree of bias may depend
on many other factors. Those identified include sampling
biases that may influence the location of suitable studies, in-
clusion criteria and selection biases influencing which of
the located studies are included in a meta-analysis, and bi-
ases in obtaining accurate data from the selected studies,
particularly in scoring the quality of the studies under exam-
ination. Further biases may arise from the failure of the
origina author to present the study results accurately, either
due to reporting or recording error [11,18,31,34,36]. It is
aso probable that other factors, some of which may be un-
known, will influence any estimation of effect size, either in
individual studies included in a meta-analysis, or in the
meta-analysisitself. The interaction with publication bias of
severa of these factors, such as study size, reporting of data,
the combining of randomized controlled trials and observa-
tional studies, and the model of meta-analysis chosen, has
aready been discussed, but how all these variables work to-
gether to influence the outcome of a meta-analysis is little
understood. It should be remembered that publication biasis
just one variable that may influence the outcome of a meta-
analysis.

7. Methods of detecting and correcting for
publication bias

As publication bias may seriously distort the findings of
ameta-analysis, various methods have been devised for de-
tecting its presence. Each of the methods is described be-
low, in some cases with examples of its usg, its chief advan-
tages and limitations being listed in Table 1.

7.1 Proportion of significant studies

A simple way of attempting to detect publication biasis
to look at the proportion of published studies that are signif-
icant. A survey of studies reported in four psychological
journals found that over 94% of 294 papers confirmed the
experimental hypotheses being tested [4]. High proportions
were also found in alater study, based on papers published
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Tablel
Methods of detecting and correcting for publication bias
Method Advantages Limitations

Proportion of significant ~ Simplicity Does not actually demonstrate publication bias as no expected percentage of positive
studies studies exists

Funnel graphs Only requires published data Symmetry defined informally, therefore open tointerpretation, e.g., Vandenbroucke's

[56] funnel graph of literature relating passive smoking to lung cancer in men [52]

Statistical properties of method not described [73]

Test may itself be biased [73]

Even if asymmetry proved cause remains unknon [74]

Power of test highly variable; depends on characteristics of meta-analysisthat may be

unknown

Publication bias cannot be ruled out in small meta-analysesiif test not significant

Requires knowledge of the relative quantity of published and unpublished data

Method assumes subjects in published studies are similar to those in unpublished

studiesin terms of relevant prognostic factors

Assumes the sample size is constant for all unpublished studies

Strongly dependent on nature of distribution of P-valuesin range 0.00-0.05 that may

be difficult to assess accurately

Assumption that all significant studiesare published may lead to biasif inreality only

most significant ones are published

Complex analysis with methodological problems

Entire line of research in early stage of development

Lack of commercially available software

Egger’s method Formal test for asymmetry in

funnel graph

Rank correlation test Statistical analogue of funnel graph

Begg' s method Easy to carry out

Truncated sampling May haverolein correcting for
publication bias, however,

limitations reduce this role

Weighted distribution Estimated weight function is direct
theory reflection of selection probabilitieswhich

giveriseto publication bias: if constant

no bias occurs, if proportional to effect

Size substantial bias occurs

Tests explicitly whether certain studies

have been censored

Maximum likelihood Assumes censorship is based on effect size rather than statistical significance
Failure to adjust for differences in sample size across studies considered
Good results cannot be guaranteed unless large sampleis used
Inadequate reporting may lead to results being excluded from meta-analysis
Unknown method variables have potential to alter results of test
Plausibility of existence of certain number of unpublished studiesis subjective
judgement [59]
Failure to locate all null studies never sole explanation of non-null pooled estimate
(39]
Primarily method to establish plausibility that publication bias explains all of
observed association, therefore usefulness restricted
Method assumes published and unpublished studies are of asimilar size [12,13]
Evenin similar sized studies, method will be misleading if average effect of
unpublished studies isin opposite direction to published studies [75]
Allowsassessment of effect of publication  Usefulness restricted as primarily method to establish plausibility that publication
bias on results of meta-analysis bias explains all of observed association
Can be used to correct for publicationbias  Validity of assuming logarithm of relative risk is normally distributed is doubtful
Should not be used when published relative risk estimates show significant
heterogeneity
Can be used to correct for publicationbias  Complex analysisinvolving numerous modeling assumptions and debatabl e choi ce of
prior distributions
For further comment on possible limitations see discussion of paper [14]

Fail-safe N Allowsassessment of effect of publication

bias on results of meta-analysis

Hackshaw’s method

Sugita’ s method

Givens method

in four psychology journals and three medical journals[54].
The authors argued that, if publication bias did not exist,
these high proportions implausibly suggested that “only
studies with high power are performed and that the investi-
gators formulate only true hypotheses.”

An attempt to quantify publication bias [5] found that
journals comprised only 7.6-12.3% of negative papers,
compared to 20.5% for abstracts of papers presented at the
American Psychological Association’s 1962 annual meet-
ing, and 30.2% for dissertation abstracts from the same
year. An investigation into the subsequent publication of
Ph.D. theses from 1956 found that while 12 of the 23 posi-

tive theses were published, only 2 of the 14 negative ones
were. These statistically significant variations suggested
that theses and dissertations were about three or four times
more likely to be published if positive.

Other more recent studies have also found that published
reports are more likely to be positive than unpublished ones
[19,33,55]. One author concluded that it is difficult to give
even a crude estimate of the size of the problem of publica-
tion bias from the information available, but using datafrom
previous investigations, ratios of published to unpublished
studiesranging from 128:1 to 1:1 were suggested, with most
lying between 10:1 and 1:1 [19].
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7.2. Funnel graphs

When diverse estimates of a value exist, some scatter
around the underlying truth would be expected, the largest
scatter being seen for estimates based on the smallest num-
ber of observations[29,56]. If the effect measure estimate is
plotted against sample size the plot should, if there is no
publication bias, resemble a funnel with a wide dispersion
of results among small studies and a narrower range of re-
sults for large ones. Publication bias, however, will tend to
skew the funnel shape, usually by excluding small studies
with nonsignificant results, so that the lower left-hand re-
gion of the graph is missing or more sparsely occupied
[11,13,29,56]. Funnel graphs have been used to demonstrate
publication bias in the data relating passive smoking to
heart disease [29], and to lung cancer in men [56], and also
in obesity treatment trials [57].

Fig. 1 isasimulated example of afunnel plot, created by
randomly drawing 100 samples of size varying from 50 to
2000 from an underlying normal distribution with a mean of
1 unit and standard deviation 10 units. The curves indicate
the region within which 95% of samples of a given size are
expected to fall. Closed circles indicate samples where the
mean is significantly increased (above zero) at P < 0.05,
open circles samples where it is not. For the full sample, the
funnel shapeis evident, but this would not be so if the open
circles (or a proportion of them) were not included due to
publication bias.

7.3 Satistical methods

7.3.1. Egger’ s method

Egger et al. [44] proposed that asymmetry in funnel
graphs be tested for formally by carrying out asimple linear
regression of y; (the effect sizein study i divided by its stan-
dard error) on x; (the inverse of the standard error) and test-
ing whether the intercept significantly differs (at P < 0.1)
from zero. Based on data from eight meta-analyses, the au-
thors suggested that the linear regression test of asymmetry
may be more powerful than the rank correlation test de-
scribed below.

7.3.2. Rank correlation

The rank correlation test, which has been described as a
direct statistical analogue of the funnel graph, is used to de-
tect correlation between effect size estimates, t, and sam-
pling variance, v, among studies included in a meta-analy-
sis, after first standardizing the effect sizes to stabilize the
variance [58]. As variance is approximately inversely pro-
portional to sample size in many applications, the test is
similar to correlating effect size with sample size.

It should be noted that publication bias is not the only
reasons why the effect size and sampling variance might be
correlated. For example, large studies, despite their smaller
sample variance, may, for reasons of cost, collect less de-
tailed data than small studies, so alowing less control of
confounding and hence a differing estimate of effect.

7.3.3. Begg's method

Begg's method [23] for estimating publication bias as-
sumes that one has an estimate, y, of the true effect size, .,
based on a sample of n subjects, and that the number of sub-
jects, N, with unpublished data is a so known, or can be ap-
proximately guessed. The main method assumes that there
are N/n = m studies of asimilar size to the published study,
that w isthe samein al the m + 1 studies and that the ob-
served value of y is the largest of the m + 1 studies, al-
though the model, based on order-statistics, also alows one
to assume the published study has alower ranking.

7.3.4. Truncated sampling

If it is assumed that only studies with significant results
are published, the bias in any single study can be deter-
mined by comparing the expected results conditional on a
significant result with the expected results in the absence of
this condition [13].

7.3.5. Weighted distribution theory

Weighted distribution theory, which is a generalization
of truncated sampling, is based on the premise that a study
is included in the analysis with a probability that is deter-
mined by its outcome, with the selection probabilities be-
ing related to different possible outcomes via a weight
function [59].

7.3.6. Maximum likelihood

Using a maximum likelihood approach, Rust et al. [60]
estimated the extent of publication bias given that all studies
are published if the effect sizeis greater than athreshold but
only a proportion of studies are published if the effect size
is below it. Using their method, the authors demonstrated
the existence of some publication bias in meta-analyses of
consumer experiments and econometric advertising models,
but none was found in a meta-analysis of proprietary re-
search data.

7.3.7. Fail-safe N

Rosenthal’s “fail-safe N” [2], N, is the number of un-
published null studies needed to remove the significance
from the findings of a meta-analysis. The method involves
computing the standardized normal deviate Z associated
with each published study and then calculating a combined
deviate Z.. The values of Ngg required to bring the new
overall P-value to any desired level can then be calculated,
an implausibly high value being regarded as evidence
against the file-drawer hypothesis. It has been suggested
that N5 should be presented for all meta-analyses, asan aid
in the assessment of the degree of confidence that can be
placed in the results [61]. However, it has recently been
demonstrated that N may differ considerably from alterna-
tive estimates of the actual number, N, of unreported studies
[62], N being estimated using the P-values reported in pub-
lished studies, using two models, both of which assume the
null hypothesis being tested istrue. The first model assumed
the P-values observed are the k smallest among the N + k
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Fig. 1. Simulated funnel plot. (@) Effect size significantly increased (P < 0.05). (O) Effect size not significant. (— —) Expected value of effect size. (—-)

Expected 95% confidence region for samples.

reported and unreported studies, while the second model as-
sumed the probability that a study is reported is a function
g(P), of the attained P-value.

7.2.8. Hackshaw' s method

In this method [63], which is similar to the fail-safe N, the
number of published studies actually available (39 in their ex-
ample) is compared with the number one would expect in the

absence of a true association, given the significance level and
the number of studies significant at this level (280 based on 7
significant increases at P < 0.05, achance of 1in 40).

7.3.9. Qugita’ s method

This method [64] assumes that there is one unpublished
study and the overall distribution of the logarithm of the rel-
ative risks of all studies, published and unpublished, is ex-
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actly normal. By using well-known properties of the normal
distribution, the relative risk and confidence limits of the
unpublished study are calculated, and the revised meta-anal-
ysis estimate is then computed as usual. A slightly amended
method [65] allows calculation of the publication probabil-
ity of astudy according to its odds ratio value. In one appli-
cation of the method [66], based on data on passive smoking
and lung cancer [67], a significant relative risk of 1.19 was
reduced to anonsignificant 1.11 after correction for publica-
tion bias.

7.3.10. Given's method

Givens et al. [14] used a Bayesian model to augment ob-
served data by simulating the outcomes for missing studies,
thereby creating a“complete” data set for meta-analysis. In
this model, the observed data Y can be thought of as a par-
tial realization of the random variable X = (YZ), where a
complete realization X is called the complete data, and are-
dization Z of Zis caled the missing or latent data. The as-
sumption that the distribution of X depends on parameters
of interest 6 through the family p(X16) givesamarginal dis-
tribution p(Y|0) for the observed data. In publication bias,
both the number and outcomes of unpublished studies are
treated as latent data to augment the observed study out-
comes. The authors describe how the random-effects model
may be extended to account for publication bias, assuming
that in addition to the n observed studies there are a further
m studies that are not observed. The number m and relative
risks found from these studies are unknown and must be es-
timated, and uncertainties about these estimates are reflected
in the fina meta-anaysis inference by treating them as pa-
rametersin aBayesian analysis. The method uses afixed set
of intervals to stratify P-values, but a more flexible, data-
based determination of how the probability of publication
depends on P-value may be obtained from methods that esti-
mate the end points and number of such intervals rather than
fixing them in advance.

Asnoted in Table 1, most of the methods of detecting, or
correcting for, publication bias have specific drawbacks in
their design. Additionally, al of them are based on strong
assumptions that may, in practice, not be true. A further
problem is the impossibility of rigorously testing the meth-
ods, due to the lack of a “gold standard” set of studies,
which would include detected unpublished studies. The effi-
cacy of each method in detecting, or correcting for, publica-
tion bias therefore remains purely theoretical.

8. Methods of preventing publication bias
8.1. Registries

Identifying published trials through the use of literature
searches and computer databases is relatively straightfor-
ward, but information on unpublished trialsis not as readily
available. The use of registries has been advocated to over-
comethis, and registries already exist in the fields of perina-
tal medicine, cancer and acquired immunodeficiency syn-

drome treatment, and antithrombotic trials [19,33,68]. As
registration usually occurs before results are known a com-
plete database of all trials will be built up, thereby minimiz-
ing any possible effects of publication bias [18-20,33,68].

The value of registries is illustrated by data from trials
evaluating the effect of chemotherapy on survival in ad-
vanced ovarian cancer. Although most published trials did
not show a statistically significant benefit from chemother-
apy, the trend usually favored this treatment and a pooled
analysis showed a clear, but modest, enhancement in sur-
vival. However, pooled analysis of trials registered by 1983
failed to show a statistically significant survival advantage
for chemotherapy, athough there was still a small trend in
favor of the treatment [69].

Obtaining regular information on all relevant trials being
conducted is, however, difficult and time consuming. Thus,
many current registries are limited by afailure to include an
accurate and up-to-date log of al trials [13,68]. Further-
more, reviews may exclude trials that are published but not
registered, producing biasif the results of registered and un-
registered trials differ [69]. It may be possible to collect in-
formation through the research ethical committees from
which researchers are required to seek approva before a
study can commence, or through central funding agencies
[13,66]. Additionally, major journals recently asked for de-
tails of al unpublished trials to be submitted for registra-
tion, with the intention of displaying the information on a
computer Web site [70]. However, the incentive for regis-
tration is less than that for publication, so it is unlikely that
this attempt to identify al trials will totally succeed [71]. It
may also be difficult to obtain an accurate registry of obser-
vational studies, as these do not normally need approval
from ethics committees.

8.2. Editorial policy

In the absence of registries, an editorial policy that un-
dertakes to publish all studies of a high quality, regardliess
of results, is one way of overcoming publication bias
[5,8,13,19,26,54,57]. A process of blinding both the scien-
tist writing the paper and the journa refereeing it to a
study’s results could be used [12], in which two papers
would be written, each with common introduction, methods,
and results sections, but with no data entered. Only the dis-
cussion section would vary, reflecting the different conclu-
sions drawn depending on the study outcome. The journal,
which would be sent both versions, must agree to accept
both or neither and on acceptance the data would be exam-
ined and the tables completed. Though this process involves
additional effort and is perhaps unlikely to become popular,
it would avoid the dependence of publication on outcome,
and hence publication bias. Negative studies may not even
have to be published in full; abstracts or titles with details of
the source from which full reports could be obtained would
be sufficient [5,13]. Additionally, journal editors and re-
viewers should insist on high standards in the conduct of re-
search, including the clarification of the key aspects of a
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study known to influence publication bias, such as proof of
registration, whether the study was confirmatory, whether
randomization took place, and any other known correlates
of publication bias [13,26]. There is also some speculation
as to whether the advent of electronic publishing will elimi-
nate publication bias, as online journals will not be con-
strained by the same limits on space as conventional printed
journals[72].

9. Conclusions

Publication bias appears to be a widespread problem in
the scientific literature, and has been demonstrated in many
fields of research. Various aspects of the design and execu-
tion of both single studies and meta-analyses may increase
the probability of bias of this type, and its occurrence may
serioudly distort any attempts to derive valid estimates by
pooling data from a group of studies, skewing the outcome
towards positive results. Although various methods have
been proposed for determining the presence of publication
bias, and even correcting for it, al have their limitations.
Therefore, the best option may be to prevent it from occur-
ring in the first place, either by registering the existence of
every trial undertaken, or by publishing all studies, regard-
less of their outcome. However, constraints of time and
space may make these ideals hard to achieve. Until the
problem of publication bias has been overcome, all review-
ers and readers should be aware that they may be viewing a
biased sample of experimental results and should moderate
the strength of their conclusions accordingly. This is espe-
cially true when studying weak associations using the meta-
analysis method, where the calculation of an overall estimate
aready endows the review with a semblance of accuracy
that may not always be warranted.
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